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Abstract. We present a theoretical study on the idea of using mathematical pro-
gramming relaxations for filtering binary constraint satisfaction problems. We in-
troduce the consistent value polytope and give a linear programming description
that is provably tighter than a recently studied formulation. We then provide an
experimental study that shows that, despite the theoretical progress, in practice
filtering based on mathematical programming relaxations continues to perform
worse than standard arc-consistency algorithms for binary constraint satisfaction
problems.
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1 Introduction

As a result of the growing interaction between the mathematical programming and con-
straint programming communities, it has now become standard to use mathematical
programming tools to derive information useful both for domain filtering and for guid-
ing the search. On real-world constraint satisfaction problems (CSPs), and especially
optimization problems, hybrid methods have been shown to outperform pure solution
approaches. As a result of a decade long research, a rich tool-box for hybridization
is now available: from the idea of optimization constraints [7, 14, 17] and associated
notions of relaxed or approximated consistency [5, 19], reduced-cost filtering [16], to
sophisticated problem-dependent techniques based on Bender’s decomposition [9], La-
grangian decomposition [6, 18, 20, 21], or column generation [4, 11]. Also, specialized
hybrid approaches have been developed for special problems like computing orthogonal
Latin squares [2] or to solve the social golfer problem [22].

Despite these successes, in the past hybridization on binary constraint satisfaction
problems (BCSPs) has been nothing less than disappointing. Many approaches that
looked very promising on paper have failed to give real benefits. While this is common
knowledge in the research community and has lead to the common belief that math-
ematical programming techniques only pay off when a problem contains constraints
that contain large numbers of variables where constraint programming (CP) propaga-
tion is weak, we are not aware of any paper that would state such a negative result.



Consequently, we frequently see that, despite prior experience that developing hybrid
methods for BCSPs is not a promising research avenue, the undoubtedly tempting idea
lures researchers into developing new hybrid filtering approaches for BCSPs.

A recent approach regarding hybrid filtering for BCSPs is presented in [12]. The
authors of that paper suggest to use a relaxation of an equivalent integer programming
(IP) formulation of a given BCSP for domain filtering. Two ideas were novel in that
contribution: first, the idea to use a Lagrangian relaxation instead of the commonly
used linear relaxations for filtering. And second, to use a formulation that specifically
targets individual assignments.

We were intrigued by those two ideas and decided to investigate them further. We
address two questions: First, can the Lagrangian relaxation suggested in [12] yield to
more effective filtering than standard linear programming (LP) relaxations? And sec-
ond, does it pay off to focus on individual assignments for filtering in a tree search
where what matters is the trade-off between filtering effectiveness and filtering time?

In order to answer those two questions, we start out in Section 2 by discussing
different models for BCSPs and how they can be translated into integer programs. Based
on those models, in Section 3, we develop an LP relaxation that is provably tighter
than the Lagrangian relaxation developed in [12]. While offering the prospect of more
effective filtering, that LP relaxation can also be computed much faster than Lagrangian
relaxations when using standard LP software like Cplex.

In Section 4, we then present numerical results on various CSP and BCSP bench-
mark classes. The experiments show that, once again, mathematical programming tech-
niques are inferior to standard arc-consistency on feasibility problems.

2 CSP and IP Models

2.1 Positive and Negative Representations of BCSPs

A binary constraint satisfaction problem (BCSP) consists of a finite set of variables
V = {V1, . . . , Vn}, a finite domain Di = {vi

1, v
i
2, . . . , v

i
li
} for each variable Vi, and

a finite collection of constraints C = {C1, . . . , Cm}. Each constraint C is a constraint
over two variables Vars(C) ⊆ V . Every constraint C can be viewed as a subset of the
Cartesian product of the domains of the variables in Vars(C) (i.e. the set of tuples that
satisfy the constraint). Alternatively, C could also be viewed as the complement of this
product (i.e. the set of tuples that do not satisfy the constraint, which are commonly
referred to as no-goods). As we will see later, although equivalent, these two views of
constraints lead to very different linear models.

Let yiu ∈ {true, false} represent the truth value of assignment Vi = u (i.e. yiu =
true iff Vi = u). The two representations of Cij , as described above, become:

1. Positive Representation: Tuples that satisfy Cij .

(PCSP ) Cij ::= Rij = {(u, v) ∈ Di × Dj : (u, v) satisfies Cij}

For any value u ∈ Di, the set of tuples {(u, v) : (u, v) ∈ Rij} can be seen as the
logical implication:



yiu →
∨

v:(u,v)∈Rij

yjv (1)

This states that once we have assigned value u to variable Vi, we must also assign
(at least) one of the values v to variable Vj . For this reason, we will call this repre-
sentation the positive representation of BCSPs.

2. Negative Representation: Tuples that violate Cij .

(DCSP ) Cij ::= Rij = {(u, v) ∈ Di × Dj : (u, v) violates Cij}

In this case, for any value u ∈ Di, the set of tuples {(u, v) : (u, v) ∈ Rij} can be
seen as the logical implication:

yiu →
∧

v:(u,v)∈Rij

¬yjv (2)

This states that once we have assigned value u to variable Vi, we cannot assign
to variable Vj any of the values v. We therefore refer to this representation as the
negative representation of BCSPs.

Note that, when written as logical implications, there is nothing in the positive rep-
resentation that prevents us from assigning multiple values to a variable (i.e. y iu =
yiv = true for u �= v), just as there is nothing in the negative representation that says
that we must assign values to variables (i.e. yiu = true for some u ∈ Di). However,
once we enforce the implicit constraints that each variable V i must take one and only
one value u ∈ Di, it is not hard to see that:

Lemma 1. In a BCSP, positive and negative constraint representations are equivalent.

Proof. Let s(PCSP ) = (yiu | 1 ≤ i ≤ n, u ∈ Di) denote a solution of the positive
BCSP. If yiu = true in s(PCSP ), then by (1) for any j there exists a value v such that
(u, v) ∈ Rij and yjv = true. Since Vj can only take one value, it means that for any
other value vk ∈ Dj , yjvk

= false. In particular, for all vk such that (u, vk) /∈ Rij , we
have yjvk

= false, which means that (2) also holds. If on the other hand y iu = false
in s(PCSP ) then obviously (2) holds as well. Thus, s(PCSP ) is also a solution for the
negative BCSP. Conversely, let s(DCSP ) = (yiu | 1 ≤ i ≤ n, u ∈ Di) denote a
solution of the negative BCSP. If yiu = true in s(DCSP ), then for any j, by (2), there
exists no value v such that (u, v) ∈ Rij and yjv = true. Since Vj must take at least
one value, it means that there exists a value vk ∈ Dj , with (u, vk) /∈ Rij such that
yjvk

= true. In other words, (1) also holds. If y iu = false in s(DCSP ), then (1) holds
as well. Thus, s(DCSP ) is also a solution for the positive BCSP. ��



2.2 Linear Models of BCSPs

Our discussion of the two representations for BCSPs in Section 2.1, and in particular the
formulation of constraints as logical implications provides the basis to model BCSPs
as 0-1 integer linear programs: A logical formula written in conjunctive normal form
(CNF) can be easily modeled as a set of inequalities involving 0-1 variables. Using the
fact that a → b ≡ ¬a∨ b, and that a∨ (b∧ c) ≡ (a∨ b)∧ (a∨ c), we can write (1) and
(2) in CNF in the following way:

yiu →
_

v:(u,v)∈Rij

yjv ≡ ¬yiu

_
0
@ _

v:(u,v)∈Rij

yjv

1
A (3)

and

yiu →
^

v:(u,v)∈Rij

¬yjv ≡ ¬yiu

_
0
@ ^

v:(u,v)∈Rij

¬yjv

1
A ≡

^
v:(u,v)∈Rij

(¬yiu ∨ ¬yjv) (4)

Let xiu ∈ {0, 1}, xiu = 1 iff yiu = true. This allows us to rewrite (3) and (4) as
linear inequalities in terms of x:

(1 − xiu) +
X

v:(u,v)∈Rij

xjv ≥ 1 (5)

and
(1 − xiu) + (1 − xjv) ≥ 1, ∀v : (u, v) ∈ Rij (6)

Based on these formula, we are now ready to give the two IP formulations resulting
from the positive and negative representations of a BCSP.

Positive IP model (PIP )

max 0

s.t. xiu ≤
X

v:(u,v)∈Rij

xjv ∀i, ∀j, ∀u : (u, v) ∈ Rij (7)

X
u∈Di

xiu = 1 ∀i ∈ {1, . . . , n} (8)

xiu ∈ {0, 1} ∀i ∈ {1, . . . , n},∀u ∈ Di (9)

Negative IP model (NIP )

max 0

s.t. xiu + xjv ≤ 1 ∀i, ∀j, ∀(u, v) ∈ Rij (10)X
u∈Di

xiu = 1 ∀i ∈ {1, . . . , n} (11)

xiu ∈ {0, 1} ∀i ∈ {1, . . . , n}, ∀u ∈ Di (12)



The first set of constraints, (7) and (10) encode the constraints of the positive and
negative BCSP and are equivalent to the inequalities (5) and (6), respectively. Con-
straints (8) and (11) state that each variable Vi must take one and only one value from
its corresponding domain Di. They are the same as the implicit constraints we dis-
cussed in Section 2.1 and recall that they are the ones that ensure the equivalence of
the two models. The last set of constraints (9) and (12) forbid solutions in which x iu

take fractional values. These are of course the constraints that make solving both these
IPs difficult and are commonly the ones that are relaxed first to solve such problems
in operations research. The purpose of the following study is to show that the linear
relaxation derived from the positive formulation is strictly stronger than the weakened
Lagrangian relaxation of the negative formulation which is used in [12].

3 Integer Programming Relaxations and Filtering

Based on the positive and negative IP models developed in the previous section, we
now investigate how they could be used for filtering. In [12] the research is based on
the (NIP ) model. Two relaxation steps are taken: First, constraints (10) are aggregated
and thereby weakened since new fractional solutions are introduced. This was done
because the authors felt that the number of constraints in (10) were too many. Then, for
a given potential assignment Vp = q, a Lagrangian relaxation is considered where all
constraints in (10) that do not affect xpq are softened by penalizing a violation rather
than enforcing the constraints.

Without the first aggregation step, let us study the polytope of feasible solutions
to the Lagrangian subproblem that evolves when we relax all constraints in (10) that
do not affect xpq . We call the LP relaxation of the following IP the consistent value
polytope. Since it can be viewed as derived from the negative formulation, we denote it
with (CV − N):

(CV − N) : (1)
∑

k:vk∈Di
xik = 1 ∀ 1 ≤ i ≤ n

(2) xpq + xjl ≤ 1 ∀ 1 ≤ j ≤ n, l ∈ Dj , (q, l) ∈ Rpj

(3) x ∈ {0, 1}n

In [12], a large number of aggregated versions of these IPs with changing objectives
need to be solved in order to compute the Lagrangian relaxation value. In (CV-N) we
did not aggregate any constraints, therefore we achieve a tighter relaxation. What is
even more important, there exists a reformulation of (CV-N) that is totally unimodular
which allows us to solve these IPs by means of linear programming. Consider

(CV − P) : (1)
∑

k:vk∈Di
xik = 1 ∀ 1 ≤ i ≤ n

(2)
∑

l:(q,l)∈Rpj
xjl ≥ xpq ∀ 1 ≤ j ≤ n, Rpj ∈ C

(3) x ∈ {0, 1}n

Of course, the reformulation of (CV-N) above was motivated by what we called the
positive formulation of BCSPs earlier. Formally, we can show:



Lemma 2. The integer programs (CV-N) and (CV-P) are equivalent.

Proof. When removing all constraints in the corresponding BCSP that do not involve
Vp, then (CV-N) and (CV-P) are exactly the IPs that evolve from the negative and pos-
itive formulations of the resulting BCSP. Therefore, the proof of Lemma 1 shows that
both IPs are indeed equivalent.

Even though the reformulation from a negative representation of constraints to their
positive formulation appears academic at first, it has a very important consequence
when the IP model is considered:

Theorem 1. The integer program (CV-P) is totally unimodular.

Proof. After eliminating all duplicate and all unit-vector columns from the constraint
matrix, neither of which affect total unimodularity, we get the following structure:

1 0 . . . . . . 0
(1) | | |

0 . . . . . . 0 1
-1 1 0 . . . 0

(2) | | |
-1 0 . . . 0 1

We note that part (1) is now an identity matrix, so it does not affect total unimodularity
and can also be eliminated. Then, in part (2), we can eliminate all unit vectors again and
we are left with just one column where all entries are -1, i.e., every square submatrix of
this column matrix is -1.1 ��

As a consequence of Lemma 2 and Theorem 1, the linear relaxation of (CV-P) de-
scribes exactly the convex hull of feasible solutions to (CV-N). Consequently, the La-
grangian subproblem can be solved in polynomial time. This is hardly surprising from
a CP perspective: the Lagrangian relaxation rids ourselves of all constraints that do not
incorporate variable Vp. Consequently, polynomial arc-consistency methods perform
perfectly in terms of filtering effectiveness on the relaxed BCSP.

From an IP perspective, the fact that we found a totally unimodular description
of the polytope of the Lagrangian subproblems enables us now to solve a tighter La-
grangian relaxation than the one proposed in [12] simply by means of linear program-
ming: It is a well-known fact that if the Lagrangian subproblem is totally unimodular
(it is then sometimes also referred to as exhibiting the integrality property), then the
Lagrangian relaxation and the linear continuous relaxation have the same value [1]. To
make this point very clear: Theorem 1 states that the Lagrangian subproblem is TU. We
can therefore solve the Lagrangian relaxation by means of linear programming. Then,
the overall linear relaxation is of course not TU (which would indeed come as a big
surprise as then the NP-hard BCSP was solvable in P).

In summary, we have shown that the linear relaxation on (P IP ), while much easier
to solve, is equivalent to the Lagrangian relaxation of (N IP ). Consequently, it is strictly
better than a Lagrangian relaxation on an aggregated version of (N IP ). Therefore, the

1 We owe the idea to this simplified proof to an anonymous referee.



filtering algorithms that we derive from the relaxation based on the positive model are
more effective and faster than the one that is considered in [12]. Note that this improve-
ment does not restrict the choice of objective function. We can, as it was suggested
in [12], investigate specific assignments by maximizing different specific variables x pq

in turn, or we could choose a more global objective function and perform reduced cost
filtering.

What we view as even more important here is that in the positive model we have
found a way to formulate binary constraints as collection of integer constraints with
tighter linear programming relaxations. Consequently, we have found an improved for-
mulation that we can use when binary constraints constitute a part of the constraint
structure of an optimization problem, where it is well-known that it is essential to ex-
ploit tight global bounds on the objective.

4 Experimental Evaluation

In our experimental study, we focus purely on feasibility problems and the idea pre-
sented in [12] to base an efficient filtering algorithm for BCSPs on mathematical pro-
gramming methods. In order to base a filtering algorithm on the relaxations that we
studied in the previous section, first we follow the second main contribution that was
made in [12]. It consists in the introduction of an objective function that is assignment
specific. In [12], the authors compute upper bounds on (N IP ) augmented by an objec-
tive that tries to maximize the value of one single variable xpq . Clearly, if that upper
bound drops below 1, then this implies that Vp cannot consistently take value q, and the
value is removed from Dp.

In our first series of experiments, we try to reproduce the results reported in [12]. We
follow their approach and solve a series of linear relaxations of (P IP ) with changing
objectives to maximize xpq for the different variables. As a result of Section 3, we know
that this filtering technique is at least as effective as the one presented in [12].

The following first set of experiments was run on a 2.4 GHz Intel Hyperthread-
ing processor with 2 GB RAM. In order to provide a close comparison with [12], we
use randomly generated BCSPs as our benchmark set. The problems were generated
using the random uniform BCSP generator available at [3]. For each experiment, we
generated 200 random instances. The test programs were implemented using ILOG
Concert 2.0 to interface with Solver 6.0 and CPLEX 9.0 [10]. We generated problems
of comparable size and structure: 16 variables, 8 values per domain, and 32 allowed
pairs per constraint. We varied the number of constraints from 10 to 120 in increments
of 10. In order to verify the validity of the observed trends, we also used a second class
of problems, smaller in size, with the following characteristics: 10 variables, 10 values
per domain, 32 allowed pairs. For these problems, we varied the number of constraints
from 5 to 50 in increments of 5.

To assure that our experimentation is correct, first we solved all problems in our
test set to completion using ILOG Solver 6.0 and looked at the distribution of feasible
instances. The results are shown in Figure 1, and it is clear that, as the number of con-
straints approaches 120 for the larger problems and 50 for the smaller ones, the number
of feasible instances drops sharply. This is a typical phase transition phenomenon, and
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Fig. 1. Percent of solvable instances over the number of constraints for the small (left) and large
(right) instances
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Fig. 2. Time (sec) required by a pure CP solver to solve the BCSPs

an easy-hard-less hard partition is visible by the time required by the solution algo-
rithm on these instances. Figure 2 shows the time needed by a standard CP solver for
the large benchmark. It is clearly visible that the hardest instances are those around the
phase transition.

The percentage of values filtered using the relaxation of (P IP ) at the root node is
plotted in Figure 3, for both sets of problem instances (small and large). This confirms
the results reported in [12] where it was found that hybrid filtering is far more effective
than standard arc-consistency algorithms at the root node. On our problems, at the root
node arc-consistency is unable to filter any substantial number of values, which is why
the corresponding line runs close to the 0% horizontal.

However, what is not made explicit in [12] is that the high percentage of filtered
values when the number of constraints gets closer to 120 is actually due to the fact that
most problems in that range are infeasible and that relaxation-based filtering is able to
detect that at the root node! On infeasible problems, the filtering algorithm naturally
reports 100% removal of values. It is solely due to this effect that the time per filtered
value decreases so massively as it was reported in [12].

It is also important to mention that this performance is obtained only if we iterate the
filtering process (i.e. solve relaxations of (PIP ) as long as we have at least one filtered
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Fig. 3. Percentage of filtered values using the relaxation of (PIP ) for the small (left) and large
(right) instances

value in a round). If we perform a single round of IP filtering (i.e. solve the relaxation
of (PIP ) once for each variable xiu), the number of filtered values grows only to about
30% as we approach 120 constraints. The large difference can be explained by the fact
that, for most problems, the LP relaxation is unable to detect infeasibility in only one
round. It typically does so after 4-5 rounds, and then the percentage of filtered values
reported jumps to 100%. Obviously, an iterated application of the filtering algorithm
increases the effectiveness — but of course it comes at the cost of more cpu time,
which, as we will see shortly, is too much to make this kind of filtering worthwhile in
the context of random BCSPs.

We also studied the effect of constraining the problem in a different way: namely
by varying the number of allowed pairs per constraint instead of varying the number of
constraints. For this experiment, we generated problems with 16 variables, 8 values per
domain, 60 constraints and varied the number of valid pairs from 5 to 60 in increments
of 5. The results are shown in Figure 4. Again, we observe the a clear phase transition,
which happens at around 30 pairs per constraint, and that is supported by the problem
characteristics observed in Figure 5.

So far we have been able to confirm the results reported in [12]. Now, we were of
course curious to see whether the idea of iterated LP-based filtering with assignment
specific objectives actually pays off within a tree search. After all, while the improve-
ments in filtering effectiveness at the root node are quite good, what we are ultimately
interested in is of course the time that it takes to complete the search and actually solve
instances. Therefore, we study how fast the LP filtering is compared to that of the con-
straint solver. While for virtually every instance that we studied, the first propagation
step of the constraint solver failed to remove any values from the domains of the vari-
ables, the performance of arc-consistency techniques within a tree search is far better:
When comparing the time the constraint solver took to solve the entire problem with the
time it took the LP approach just to filter at the root node, we see that the difference is
hugely in favor of the constraint solver, by orders of magnitude. While at the phase tran-
sition (where more effective filtering should be of most importance) the time to filter
according to (PIP ) only at the root-node peaks at around 150 seconds, standard arc-
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Fig. 4. Effect of the number of allowed pairs on the performance of PIP1
on the percentage of

solvable instances (left) and the propagation time at the root node for the relaxation based filtering
method (right)
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Fig. 5. Characteristics of the instances where we varied the number of pairs per constraint

consistency algorithms complete the entire search in half a second on average (compare
Figures 6 and 2). Consequently, despite the far more effective filtering that they offer,
the algorithms published in [12] are just not worthwhile to solve random BCSPs.

To summarize our findings to this point: filtering binary constraints based on mathe-
matical programming relaxations is more effective than standard arc-consistency meth-
ods, thanks to the global view on the problem that the relaxation provides. However,
even despite our strengthening the relaxation and speeding up its computation time by
showing that an alternative LP relaxation dominates the Lagrangian relaxation intro-
duced in [12], the idea to use an iterated procedure to filter every domain value indi-
vidually is just far too costly to pay off within a tree search — no matter whether we
compare at the under-constrained, over-constrained, or critically constrained region.

In order to improve the efficiency of LP-based filtering, we need to make it less ex-
pensive, even at the cost of losing some of its vast effectiveness. Therefore, we tried out
two different kinds of weakened approaches: The first computes an initial LP-solution
to the problem, then it chooses those assignments Xp = q for which the continuous
value of xpq is lower than some threshold value ε > 0, and finally it sets up a new
objective for each of those variable with one filtering iteration only. We refer to this ap-
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Fig. 6. Time (sec) required by the relaxation of (PIP ) to complete filtering

proach as LP-filtering. The second approach sacrifices even more effectiveness by using
the LP-relaxation just for pruning purposes. It just solves the initial LP once and back-
tracks if and only if that LP turns out to be infeasible. We denote this second approach
with LP-pruning.
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Fig. 7. Comparison of pure CP, LP-pruning, and LP-filtering on random BCSP instances

We performed a second set of experiments to compare the performance of LP-based
BCSP propagation and pure CP. The following test results show the averages 2 over 30
runs per data point on a 2 GHz AMD Athlon processor with 512 MB RAM. Figure 7
visualizes the results of our experiments on the large benchmark of random BCSP in-
stances with 16 variables, 8 domain values per variable, and 32 allowed pairs per binary
constraint. Again, we see a clear easy-hard-less hard pattern. The comparison shows
that a pure CP solver is orders of magnitude faster than LP-filtering and LP-pruning,
whereby the latter, despite its weaker effectiveness, is still about twice as fast.

2 Although we can only visualize averages in our plots, we would like to mention that we also
checked the medians and variances to eliminate the possibility that some extreme outliers
disproportionally bias the comparison.



For our last experiment, we were curious whether the good efficiency of pure arc-
consistency methods was maybe caused by the unstructured character of our benchmark
set. Therefore, we repeated the experiment in Figure 7 on a benchmark set that contains
13-queens instances with additional random binary constraints on the queens. We use
the standard CP model where we add one queen-variable for each column and the values
that they take correspond to the row index that the queen takes. Alldifferent constraints
on rows, columns, and diagonals enforce the 13-queen problem. In Figure 8 we plot
the percentage of feasible instances and the solution time by our three solvers over the
number of (additional) binary constraints added to the problem.
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Fig. 8. Comparison of pure CP, LP-pruning, and LP-filtering on random BCSP instances

We see that LP-filtering is able to catch up with LP-pruning, but the comparison
with the pure CP solver is devastating. We conclude that the idea of basing a BCSP
filtering algorithm on mathematical programming just does not pay off within a tree
search.

Of course, it is well-known fact that the use of relaxations is essential for many
optimization problems. For this case, when binary constraints are part of the problem,
we have introduced a linear programming formulation that approximates the convex
hull of feasible integer solutions better than previously studied relaxations. However,
for pure feasibility problems, we find that pure CP is the method of choice.

5 Conclusion

We presented a filtering algorithm based on linear programming (LP) models for BC-
SPs. The LP relaxations that we used are provably stronger than those developed in [12].
At the same time, filtering can now be based on standard linear programming technol-
ogy which reduces the programming effort and speeds up the filtering process consid-
erably. Our numerical results show that LP-based filtering for BCSPs leads to more
effective filtering. In so far, we can confirm the findings in [12]. However, ultimately
we are interested in solving BCSPs by search methods. And in the realm of search,
what matters is not so much the effectiveness of filtering methods, but the trade-off be-
tween effectiveness and time, i.e. efficiency. Our experiments on random instances show



clearly that the additional time for filtering based on mathematical programming does
not pay off for BCSPs when compared with standard CP arc-consistency techniques.
We therefore reconfirm the common (yet to the best of our knowledge unpublished)
belief that hybrid methods perform very poorly on BCSPs: for these problems, leaner
and faster inference continues to be the right way to go.
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